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Overview
I What is GDELT

I 250M geolocated events, 1979-present
I Updated daily: gdelt.utdallas.edu
I Extended user community: gdeltbog.wordpress.com,
#gdelt

I GDELT 1.0 Framework
I Variety of news sources which change significantly over time
I TABARI coding engine with customized geolocation software
I CountryInfo.txt dictionaries

I Difficulties and limitations
I Sheer size of the dataset
I Base level of events increases exponentially after 2002
I Very high number of false positives

I GDELT 2.0 Enhancements
I PETRARCH and Stanford CoreNLP coding
I Google Translate input
I WordNet and NER-enhanced dictionaries
I Additional community enhancements?
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Basics
I Coverage: 1979-present with daily updates

I Size: 250-million events

I Coding System: CAMEO

I Coding Engine: TABARI 0.8 for actors and events; custom

software for geolocation

I Geolocation: separate fields for source, actor and event; resolved

to city level

I License: open source for both data and software



News Story Example: Example: 18 December 2007

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.
The Turkish attacks in Dohuk Province on Sunday—involving dozens
of warplanes and artillery—were the largest known cross-border
attack since 2003. They occurred with at least tacit approval from
American officials. The Iraqi government, however, said it had not
been consulted or informed about the attacks.
Massoud Barzani, leader of the autonomous Kurdish region in the
north, condemned the assaults as a violation of Iraqi sovereignty that
had undermined months of diplomacy. “These attacks hinder the
political efforts exerted to find a peaceful solution based on mutual
respect.”
New York Times, 18 December 2007
http://www.nytimes.com/2007/12/18/world/middleeast/18iraq.html?_r=1&ref=world&oref=slogin (Accessed 18 December
2007)



TABARI Coding: Lead sentence

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: First event

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: Actors

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: Agent

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: Second event

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: Second event target

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



TABARI Coding: Agent

BAGHDAD. Iraqi leaders criticized Turkey on Monday for bombing
Kurdish militants in northern Iraq with airstrikes that they said had
left at least one woman dead.

Event Code: 111
Source: IRQ GOV
Target: TUR

Event Code: 223
Source: TUR
Target: IRQKRD REB



Mommy, where does GDELT come from?
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GDELT Timeline

Fall 2011 Kalev downloads stories, begins web scraping
and negotiating access to bulk feeds

2012
Spring TABARI used to code 1979-2012
August Prototype provided to PSU
September First GDELT Hackathon

2013
March Static GDELT released on PSU site in conduction with ISA
April Syria, Afghanistan graphics in Guardian, Foreign Policy
June UT/Dallas server operational with daily updates
July gdeltblog.wordpress.com
August Beiler/Stevens protest graphic receives 150,000+ views,

Chelsea Clinton tweet



GDELT Community

I Blog: http://gdeltblog.wordpress.com

I Twitter: #gdelt

I Github: eventdata

I Collective development of tools, mostly in R and in geospatial

data analytics



Sources

I 1979-present: Agence France Press, Associated Press, Xinhua

I 2000-present: BBC Monitor

I 2002 (?) - present: Google News

I 2013+(?): Google Translate



Density of Data across Time (Gb per year)



Processing Pipeline

I Downloading and formatting stories

I Pre-processing entity names to make these “TABARI-friendly”:

essentially named-entity-resolution (NER)

I TABARI coding

I Separate coding for geolocation using customized software: this
should be available on the web in the very near future. Note that
geocoding is generally only to the city level, and in many cases
resolves to the country level, where it is assigned the country
centroid.



Documentation

I Event data generally: Schrodt and Gerner 2000/2012 Analyzing
International Event Data, chapts 1-3,
http://eventdata.parusanalytics.com/papers.dir/automated.html.

I Current formats: http://gdelt.utdallas.edu
I Current tools: http://gdeltblog.wordpress.com

We are also hoping to get an general textbook going using an
open-collaboration environment: this will cover both event data
analysis and the toolset.



Textual Analysis By Augmented Replacement Instructions
(TABARI)

I ANSI C++, approximately 14,000 lines of code
I Open-source (GPL)
I Unix, Linux and OS-X operating systems (gcc compiler)
I “Teletype” interface: text and keyboard

I Easily deployed on a server
I Codes around 5,000 events per second on contemporary

hardware
I Speed is achieved through use of shallow parsing algorithms
I Speed can be scaled indefinitely using parallel processing

I Standard dictionaries are open source, with around 15,000 verb
phrases for events and 30,000+ noun phrases for actors

I Coded the entire GDELT dataset without crashing



CAMEO

I 20 primary event categories; around 200 subcategories

I Based on the WEIS typology but with greater detail on violence

and mediation

I Combines ambiguous WEIS categories such as

[WARN/THREATEN] and [GRANT/PROMISE]

I National actor codes based on ISO-3166 and

CountryInfo.txt

I Substate “agents” such as GOV, MIL, REB, BUS

I Extensive IGO/NGO list



http://gdelt.utdallas.edu



http://gdelt.utdallas.edu



http://gdelt.utdallas.edu



http://gdelt.utdallas.edu



Afghanistan, District-level Violence

[This is not Wikileaks data!]

Source: Jay Yonamine and Joshua Stevens, Penn State



Heat-map of Events, 29 Jan 2011

Source: Kalev Leetaru



Egypt protests: intensity

Source: John Beieler and Joshua Stevens, Penn State



Cairo protests: location

Source: David Masad and Andrew Halterman of Caerus Analytics.
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GDELT is big, really, really big

I Downloading takes a while: please be patient with the servers
I It is too large to read entirely into R unless you really know what

you are doing (though there is some debate about this)
I There is substantial redundancy in the variables: these can

usually be reduced to the much smaller number which you are
actually using

I You probably just want to use subsets anyway



Base rate increases exponentially over time



Density of Data across Time, Core Sources, Z-scores



Quad Counts, China → Taiwan
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Quad Counts, India → Pakistan
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Increase in coverage over time

Causes
I Sources being coded come in at different times
I Google News begins to come in around 2002
I Web-based sources have increased in general over the past ten

years
I Data has the usual bias towards coverage of wealthy countries

Corrections
I Note that the variance increases as well as the mean
I Be very careful doing any sort of time-series analysis,

particularly on the entire period
I Check the blog and other materials for various corrections

people are using: this is still an open issue but normalizing by
some function of the total number of events seems to work



Very high number of false positives
Causes

I The state-oriented CountryInfo.txt provides most of the
dictionary

I Remaining dictionaries—including the verb phrases—are based
on earlier KEDS/TABARI work, which was not global

I Full-story coding
I CAMEO dictionaries were not uniformly developed for all

categories, particularly the 4-digit
I Kalev’s objective was to extract as many events as possible, and

in particular the system does not require full sources and targets
Corrections

I Use methods that are insensitive to false positives: there are
many

I Never fail to warn potential users about false positives, even as
they never fail to ignore this fact

I Filter



Comparison with KEDS/Reuters: Israel → Palestine



Comparison with KEDS/Reuters: Israel → Lebanon



Comparison with ICEWS Asia: China → Taiwan
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Comparison with ICEWS Asia: China → Taiwan , high
ICEWS months only
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Comparison with Syria Ushahidi data

Source: Jay Yonamine, Penn State
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PETRARCH

New coding engine replacing TABARI
I Hosted on GitHub with multiple contributors
I Python rather than C/C++

I Far larger—and younger—development community
I Data structures are almost entirely textual and therefore more

transparent





Why Python?

I Open source (of course...tools want to be free...)
I Standardized across platforms and widely available/documented
I Automatic memory management (unlike C/C++)
I Generally more coherent than perl, particularly when dealing

with large programs
I Text oriented rather than GUI oriented (unlike Java)
I Extensive libraries but these are optional (unlike Java):
I seems to be generating very substantial network effects
I C/C++ code can be easily integrated in high-performance

applications
I Tcl can be used for GUI



PETRARCH

New coding engine replacing TABARI
I Hosted on GitHub with multiple contributors
I Python rather than C/C++

I Far larger—and younger—development community
I Data structures are almost entirely textual and therefore more

transparent
I Should work without modification across multiple operating

systems, including Windows

I Well-documented “hooks” for adding alternative processing and
utilities such as feature extractors

I Hosted on GitHub with multiple contributors
I Uses the output from the Stanford CoreNLP parser and

coreferencing system
I Designed from the beginning for cloud processing



Advantages of the CoreNLP parsing compared to TABARI
shallow parsing

I Reduces incorrect identification of direct objects, which messes
up source identification

I Provides noun/verb/adjective disambiguation:many words in
English can be used in all three modes:

I “A protest occurred on Sunday” [noun]
I “Demonstrators protested” [verb]
I “Marchers carried protest signs” [adjective]

I Identification of all named entities through noun phrases:
I TABARI required actor to be in dictionaries.
I PETRARCH will always pull these out whenever they occur in

the source or target position;
I The result unidentified cases can be separately processed with

named-entity-resolution (NER) software

I More sophisticated co-referencing of pronouns and other
references, particularly across sentences



Stanford CoreNLP parse tree



Stanford CoreNLP word dependency and coreferences



Problems PETRARCH/CoreNLP does not solve

I Word-sense disambiguation
I "attack": physical or verbal?





Problems PETRARCH/CoreNLP does not solve

I Word-sense disambiguation
I "attack": physical or verbal?
I “head” has about 65 different meanings in English, ranging from

a leadership designation to a marine toilet.







Problems PETRARCH/CoreNLP does not solve

I Word-sense disambiguation
I "attack": physical or verbal?
I “head” has about 65 different meanings in English, ranging from

a leadership designation to a marine toilet.
I Detailed development (and extension) of the CAMEO categories

and dictionaries
I CAMEO was developed to study mediation, not as a

general-purpose coding ontology
I Converting the TABARI dictionaries from WEIS to CAMEO

took about three academic-research-project-years
I This is mundane, sloggy, labor intensive task on the same scale as

a large human-coded data project
I it is not the sort of big data sexy topic that funders are ready to

throw gobs of open-source/open-access money at.



WordNet-based dictionaries

Source: http://wordnet.princeton.edu/



WordNet-based dictionaries

I Verb dictionaries have been completely reorganized around
WordNet synonym sets (“synsets”)

I Verb-phrase patterns include synsets for common objects such as
currency, weapons and quantities

I “Agents” dictionary for common nouns—for example “police”,
“soldiers”, “president”—includes all WordNet synsets

I Dictionaries will be reformatted into a JSON data structure
I Additional dictionary enhancements carried forward from

TABARI 0.8
I regular noun and verb endings
I all irregular verb forms
I improved dictionaries for militarized non-state actors



Named Entity Recognition/Resolution
I Locating and classifying phrases into predefined categories such

as the names of persons, organizations, locations, expressions of
times, quantities, monetary values, percentages, etc.

I Examples:
http://www.ldc.upenn.edu/Catalog/docs/LDC2005T33/BBN-
Types-Subtypes.html.

I No general solution; approaches tend to be either
I Rule and dictionary based, which requires manual development
I Sequence-based machine-learning methods, specifically

conditional random fields. These require an extensive set of
marked-up examples

I Name resolution involves either
I Differentiating two distinct entities which have the same name:

“President Bush”
I Combining multiple names of the same entity" “Obamacare” and

“Affordable Care Act”
I Network models which associate a particular use of the name

with other entities and/or time are frequently useful here.



Named Entity Recognition/Resolution
Most research on NER systems has been structured as taking an
unannotated block of text, such as this one:

Jim bought 300 shares of Acme Corp. in 2006.

And producing an annotated block of text, such as this one:

<ENAMEX TYPE="PERSON">Jim</ENAMEX>
bought<NUMEX TYPE="QUANTITY">300</NUMEX>
shares of
<ENAMEX TYPE="ORGANIZATION">Acme Corp.</ENAMEX>
in <TIMEX TYPE="DATE">2006</TIMEX>.

In this example, the annotations have been done using so-called
ENAMEX tags that were developed for the Message Understanding
Conference in the 1990s.
State-of-the-art NER systems for English produce near-human
performance. For example, the best system entering MUC-7 scored
93.39% of F-measure while human annotators scored 97.60% and
96.95%.
Source: http://en.wikipedia.org/wiki/Named-entity_recognition



Projected work by Kalev Leetaru

I “Tone”: this is the work to be done under Kalev’s Yahoo
fellowship at Georgetown:

I techniques for doing this go back to some of the earliest efforts in
automated coding, notably Philip Stone’s General Inquirer

I Possible problem: most news articles are intentionally neutral in
tone

I Coding material in Google, Library of Congress and other
sources back to 1800

I Kalev is hoping this will give “cultural” information similar to
Google NGram Viewer but with subject/object differentiation

I Distinguishing fiction and non-fiction sources may be problematic
I We will still have the “Mickey Mouse gap” from 1927-1980 or so



Topics:

Overview

The Big Picture

Visualizations

Why GDELT is difficult to use

GDELT 2.0

Named Entity Recognition/Resolution

Additional work to be done



Missing topics in CAMEO

I Routine democratic political processes
I Elections
I Legislative debate

I Human rights violations
I Criminal activity

I Narcotics
I Cyber crime

I Natural disasters (IDEA coding framework)
I Disease (IDEA coding framework)
I Financial crises and event-like discontinuities

More generally, CAMEO provides too much detail on mediation,
which it was originally designed to code



Specialized data sets

I Protest
I Size
I Topic[s]
I Sponsor[s]
I Response of authorities[s]
I Location resolved below the city level

I Monitoring/situational awareness
I Minimize the false positive rate
I Quad-category only
I Specialized categories only, e.g. events possibly related to climate

change

Major issue: how can we integrate dictionaries produced at multiple
sites to maximize the total coverage?



Increasing the speed and efficiency of dictionary
development

I NER systems for near-real-time updating of actors and open
collaboration on maintenance of major actor dictionaries

I Automated identification of new verb phrases: we’ve never tried
this

I Cloud-sourcing elements of dictionary development and
validation

I Establishing a “ground truth” validation set covering all of the
CAMEO categories

I Standardization of religion, ethnic groups and militarized non
state actors



Expanding local coverage

I Locating sources which are either open access or have
non-predatory licensing arrangements

I Event-to-source “drill-down” is a very high priority
I Sources need to be shared across projects even if they are not

open
I al-Jazeera?
I “Wikinews”?

I Non-English sources, probably through Google Translate or a
comparable system

I Location-specific dictionaries for actors and events
I Utilize NGO sources to the extent that this is ethical and secure



Sharing computational requirements and tool development

I GDELT 2.0 is highly computationally intensive compared to
GDELT 1.0/TABARI

I Hosting and subsetting
I Parsing
I NER
I Translation

I Shared tool development, on the other hand, seems to be going
very well

I We anticipate developing a textbook-like instructional tool/site
and possible some MOOC-like video materials
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Questions?

Contact:

schrodt735@gmail.com

Data: http://gdelt.utdallas.edu

Blog: http://gdeltblog.wordpress.com

TABARI/CAMEO: http://eventdata.parusanalytics.com

PETRARCH and other tools: https://github.com/eventdata
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